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Language + Commonsense

Ambiguities are the core difficulty for computers ...

... because computers lack commonsense

Ambiguities accumulate from sentences to discourses

Ambiguities should be resolved in transparent ways
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Commonsense Disambiguation Hypothesis

= Disambiguation is the application of commonsense inference
to language understanding.

= Disambiguation at all levels would solve most, if not all, of
language understanding.

N . BOSTON
Boston University Department of Computer Science



4140

Research Strategy

Simple disambiguation for sentences

More sophisticated reasoning for sentences

Simple disambiguation for discourses

More sophisticated reasoning for discourses
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Early On | Discovered That...

= Many sentence-level ambiguities are context-independent

= Most discourse-level ambiguities are context-dependent
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O = PatchComm: Sentences, Context-independent Disambiguation
U = Simple disambiguation, using ConceptNet
T = Sophisticated inferences, using RetroGAN-DRD

L = ProGeneXP: Implicit contexts -> Transparent descriptions

= DialComm: Discourses, Context-dependent Disambiguation

N = Simple disambiguation, via alignment
E = Sophisticated inferences, using LM-GAN
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PatchComm: Context Indep Disambiguation

Commonsense E )Description
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ConceptNet: Commonsense Knowledge Base
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= Prepositional Phrase Attachment Ambiguity

= Pronoun Coreference Ambiguity
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PatchComm: Prepositional Phrase Attachment

Query ConceptNet to Align Descriptions

The qgirl [SUBJ] girl
save Tt

saved [VERB]
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PatchComm Makes More Common Sense

r
prep pobj
dobj
'/det\ '/HS% P et numm

SpaCy The girl saved the bird with one wing
DET NOUN VERB DET  NOUN ADP NUM  NOUN
pobj
FNON - %p\ﬁfm\‘\
PatchComm The girl saved the bird with one wing
DET NOUN VERB DET  NOUN ADP NUM  NOUN
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Disambiguate Multiple Prepositional Phrases

prep
dobj pobj pobij
Vi e /M prep ﬂ
SpaCy The girl saved the bird with one  wing in tree
DET NOUN VERB DET NOUN ADP NUM NOUN ET NOUN
prep
dobj pobj pobj
det nsubj det nummo det

P atCh COm m The girl saved the bird with one wing in the tree

DET NOUN VERB DET NOUN ADP NUM NOUN  ADP DET NOUN
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Testing PatchComm with ConceptNet

Prepositional Phrase Attachment

= Self-created dataset of 100 prepositional phrase sentences.
= “The journalists reported the profits in the newspapers”
= “The journalists reported the profits in the commodities”

spaCy | spaCy + PatchComm w/ ConceptNet
Self-created | 57.0% 67.0%
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PatchComm: Pronoun Coreference

Query ConceptNet to Align Descriptions

Theknife  [ENT]

cuts through
the butter [ENT,]
becauseit [PRON]
IS soft [DESC]




PatchComm Makes More Common Sense

advcl

det nsubj acomp
PatchComm | . |
The knife cuts through the butter because it is soft
DET NOUN VERB ADP DET NOUN SCONJ PRON  AUX ADJ
/ \
NeuralCoref {The knife -] cuts through [the butter -] because | it [PRONGMINAL = is soft.
advcl
det nsubj det nsubj acomp
spaCy
The knife cuts  through the butter because it is soft

DET NOUN VERB ADP DET NOUN SCONJ PRON  AUX ADJ



Testing PatchComm with ConceptNet

Pronoun Coreference

= Winograd Schema Chellenge (W SC273) dataset.
= “The trophy doesn't fit in the brown suitcase because it's too big.”
= “The trophy doesn'tfit in the brown suitcase because it's too small.”

NeuralCoref | NeuralCoref + PatchComm w/ ConceptNet
WSC273 31.1% 39.9%
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O = PatchComm: Sentences, Context-independent Disambiguation
U = Simple disambiguation, using ConceptNet
T = Sophisticated inferences, using RetroGAN-DRD

L * ProGeneXP: Implicit contexts -> Transparent descriptions

= DialComm: Discourses, Context-dependent Disambiguation

N = Simple disambiguation, via alignment
E = Sophisticated inferences, using LM-GAN
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RetroGAN-DRD: Improving the Inferences

Generalized Retrofitted Embeddings (Pedro Colon-Hernandez et al.)
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Architecture of RetroGAN

(Collaboration with Pedro Colon-Hernandez et al.)
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Retrofitting Distributional Word Embeddings
with Knowledge Embeddings
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Post-Specialization for Out-of-Knowledge

Post-Specialized

Out-of-Knowledge Out-of-Knowledge

Specialization Retrofitted

In-Knowledge
In-Knowledge

T Barious ]
Ry /
°°°°°° Lo
/
et — /
Iy / P
N / 5'°“Aidw /e A
a2 s
« / . . P Tate/
3 Retrofittin 1™ ’
slowly e
-03 éo%mda;idly
D
T R R




R
RetroGAN: (1) Specialization

Attract (synonymy) only Attract (synonymy)
& Repel (antonymy)
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RetroGAN: (2) Post-Spec with CycleGAN

Source Target

I a

1. Initial specialization
P X

)

3. Zero-shot specialization transfer

|
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2. Adversarial post-specialization

() Distributional word vectors
() Specialized word vectors

¢ Dx ¢
Dy T Ty ~_| & YAl X ahE
G N F : F
0 S [T
= cycle-consistency | \ o] <‘ —/.\

L(G, F,Dx,Dy) = Lean(G, Dy, X, Y)+
Lean(F,Dx,X,Y)+ ALcvyc(G, F)+
VLip(G,F, X,Y) + L (G, F, X, Y )+
sLeoyce(G,Fy,Dex,Dey, X,Y)
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Testing RetroGAN for Out-of-Knowledge

5% 10% 25%

Models SL SV C660 | SL SV C660 | SL SV C660
AuxGAN 0.615 | 0.510 | 0.453 | 0.667 | 0.569 | 0.470 | 0.679 | 0.581 | 0.475
RetroGAN I 0.624 | 0.538 | 0.489 I 0.701 | 0.652 | 0.493 | 0.738 | 0.690 | 0.502
50% 75% 100%

Models SL SV C660 | SL SV C660 | SL SV C660
AuxGAN 0.685 | 0.600 | 0.490 | 0.688 | 0.597 | 0.480 | 0.690 | 0.601 | 0.486
RetroGAN 0.755 | 0.716 | 0.511 | 0.763 | 0.721 | 0.507 | 0.762 | 0.715 | 0.509
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Commonsense Inference via
Deep Relationship Discovery

___________________________________________________________________________________________________

Retrofitted Word

Vector 1
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Task Output 1

Common Body
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Input Block 2 Task Output N

___________________________________________________________________________________________________
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Commonsense Inference via

Deep Relationship Discovery
Inferred
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Testing PatchComm with RetroGAN-DRD

= Prepositional Phrase Attachment
= “The journalists reported the profits in the newspapers/commodities”

= Pronoun Coreference
= “The trophy doesn't fit in the brown suitcase because it's too big/small.”

Baseline Baseline Baseline
+ PatchComm w/ConceptNet | + PatchComm w/ RetroGAN-DRD
Self-created | 57.0% 67.0% 80.0%
WSC273 31.1% 39.9% 67.4%
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O = PatchComm: Context Independent Disambiguation

U = Simple disambiguation for sentences, using ConceptNet
T = Sophisticated reasoning for sentences, using RetroGAN-DRD

L = ProGeneXP: Implicit contexts -> Transparent descriptions

* DialComm: Context Dependent Disambiguation

N = Simple disambiguation for discourses, via alignment
E = Sophisticated reasoning for discourses, using LM-GAN
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ProGeneXP: Generating Descriptions to
Make Implicit Contexts Transparent

Stage 1: Recurrent Fine-tuning Stage 2: Task Specialization
sentences _ sentences semantic
g Recurrent g embeddings Task
supervising generated Encoder — | Specific
descriptions N Fine-tuner descriptions . Model
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Recurrent Fine-tuner Targets Transparency

B Sentence: The infection spread throughout the building because [it] was airborne.
Human Airborne viruses can spread quickly in ventilated in-door areas.
o Plain model | The infection spread throughout the building becauselit was airborne.
Initial RF model Airborne viruses can spread quickly in a building.
Su per- n Sentence: The infection spread throughout the building because [it] was ventilated.
vision Human Airborne viruses can spread quickly in ventilated in-door areas.
Plain model | Infection spread because the building was |n_ot|ventilated.
RF model II Ventilation can spread infection throughout a building.
- Sentence: The smoke spread through the building because [it] was caught on fire.
Human —
Plain model | Smoke spread through the building because[it was on fire.
Manual RF model Smoke is created when a|building is on fire
Test T Sentence: The smoke spread through the building because [it] came from the fire.
Human —
Plain model | Smoke spread through the building becausefit came from the fire
u RF model Smoke from a fire|can spread quickly in a building.
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Preliminary Testing of ProGeneXP on Coreference

= Dataset: WinoGrande (WSC273-like sentences)

Train BERT (cased) BERT (uncased) RoBERTa
Test - with descs | — with descs | with descs
WG-valid | 0.867 0.859 0.863 \ 0.852 | 0.855 | 0.856 \
WG-valid with descs || 0.840 0.867 0.828 | 0.858 | 0.844 | 0.862 |

= Ongoing Work:
= Using ProGeneXP to find better descriptions for PatchComm
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O = PatchComm: Context Independent Disambiguation

U = Simple disambiguation for sentences, using ConceptNet
T = Sophisticated reasoning for sentences, using RetroGAN-DRD

L * ProGeneXP: Implicit contexts -> Transparent descriptions

= DialComm: Context Dependent Disambiguation

N = Simple disambiguation for discourses, via alignment
E = Sophisticated reasoning for discourses, using LM-GAN
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DialComm: Context Dep Disambiguation

Discourse
Sentence 1 Sentence
Sentence 2 ]
______ Representathn Commonsense .
Sentence N Builder Refined Parses Discourse
' Representation >
Builder
PatchComm _
Discourse
el Cc:(mngnvslr:jzr;se e " Representation
Commonsense /
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Aligning Descriptions into Frame

S1: Robble and Susie are going to Marvin’s birthday party.
S2: One onants to buy a kite.
S3: |But he already has onef’ |he says, fhe will make you take it back.”

Hosts Marvin » Gende I Male
L Robbie | | Gender L * Male
Dialogs “But he already has one”
Attendees ¢ “He will make yog take it back”
Gender Female
Dialogs
From: Susie To: Marvin | Status: Maybe

|ﬂ gifts — AtLocation — [@a partyl




DialComm for
Interactive
End-User
Programming
In Natural
Language

Boston University Department of Computer Science

74 Metafor Interactive Natural Language Programming (hugo@media.mit.edu)

[('Pacman’,

[user] (01:28:32) Pacman is a
character who loves to run
through a maze and eat dots.
[agent] (01:28:32) Ok. I
created a new agent Pacman that
is a kind of character agent. I
added the ability for Pacman to
run, which can be through a maze.
I added the ability for Pacman to
eat. A dot is something which can
be eaten.

[user] (01:28:53) Whenever
Pacman eats a dot, it disappears
and he wins a point.

[agent] (01:28:53) Ok. Now we
are going to think about Pacman
eating... When Pacman eats a dot,
the dot disappears and Pacman
wins a point. ...Now that we are
done thinking about Pacman
eating, we are going to resume
thinking about _ main .

4|[DEICTIC STACK:
'him', 'his', 'her', 'she
, 'who']), ('character'’,

('maze', ['it']), (Pdots'  ['they’
, 'them']), ('dot', ['it']), ('dot
v [PAE'T), ("Pacman', ['he', 'him

', 'his', 'her', 'she', 'hers', 'w

ho'l), (tdot', ['it']l), ('pointy,

['it'])]

DIR: ['_main .Pacman', '_ main_ | |

.dot']

|CODETREE: [['_main ', 'FunctionT|,|
—-h

['he!', | =%
', 'hers'
['it']),

When Pacman is running through
the maze, if a ghost catches him,
then he loses and the game is
over .|

def main ():

def run(maze):
pass

def eat(dot):

def win(point):
pass

class dot:
def disappear()
pass

class Pacman (character):

dot.disappear ()
Pacman.win (point)

-




| found a bar with a bartender who was
making fancy drinks.

DialComm

class Bar:
def __init__(self):
self.bartender = Bartender()
self.properties = []

class Bartender:
def __init__(self):
self.properties = []

def make(self, drink):
pass

class Drink:
def __init__(self):
self.properties = ['fancy']

| found a bar with a bartender who was
making fancy drinks. If a drink was in the
menu, the bartender would make it.

class Bar:
def __init__(self):
self.bartender = Bartender()
self.properties = []

class Bartender:
def __init__(self):
self.properties = []

def make(self, drink):
if drink in menu:
pass

class Drink:
def __init__(self):

self.properties = ['fancy']
class Menu:
def __init__(self):
self.properties = []

| found a bar with a bartender who was
making fancy drinks. If a drink was in the
menu, the bartender would make it. One
customer was rude, so the bartender
threw away their drink.

class Bar:
def __init__(self):
self.bartender = Bartender()
self.properties = []

class Bartender:
def __init__(self):
self.properties = []

def make(self, drink):
if drink in menu:
pass

def throw(self, drink):
pass

class Drink:
def __init__(self):

self.properties = ['fancy']
class Menu:
def __init__(self):
self.properties = []
class Customer:
def __init__(self):
self.properties = ['rude']
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O = PatchComm: Context Independent Disambiguation

U = Simple disambiguation for sentences, using ConceptNet
T = Sophisticated reasoning for sentences, using RetroGAN-DRD

L * ProGeneXP: Implicit contexts -> Transparent descriptions

= DialComm: Context Dependent Disambiguation

N = Simple disambiguation for discourses, via alignment
E = Sophisticated reasoning for discourses, using LM-GAN
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LM-GAN: Context-Dependent Inference via
Hinting + Joint Inference + Adversarial
Training

(Collaboration with Pedro and friends.)

Lia was starting high General:

school at a new school. PersonX goes to new school Adversarial
She was afraid. She >Causes> PersonX is afraid. Loss
thought nobody would

like her. But all the

students were kind to

her. Lia made many Story c t Discriminat Real or Not?
friends on her first day! eherator Isenminator =" ractual or Not?

[ \

She was afraid.

Target Specific: Confounder
Sentence Lia goes to new school LOSS

From Story >Causes> Liais afraid.
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Striking a balance between Recall and Precision

Recall Precision

Model ROUGE-1 | ROUGE-2 ROUGE-L | ROUGE-L-SUM BLEU METEOR

+ ADV

+ CONF 43.656 10.544 40.380 40.379 31.335 | 61.683
+ADV 43.747 10.559 40.530 40.531 31.279 | 61.623
— CONF
—ADV

43.715 10.680 40.292 40.292 31.470 | 61.776

+ CONF
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Honorable Mention...

Qutput
Probabilities
Transformer
Feed
Forward
| Add & Norm K
Add & Norm Multi-Head
Feed Attention
Forward J ) Nx
S |
Nx Add & Norm
,—>| Add & Norm J Masked
Multi-Head Multi-Head
Attention Attention
A } At
\ J —)
Positional ® ¢ Positional | | accessed account
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)



Contributions

Tested PatchComm on disambiguating sentences

Showcased ProGeneXP on bringing context into sentences

Implemented DialComm to disambiguate discourses and
enabled end-user programming in natural language

= |[ncorporated commonsense into language understanding

Set the stage for further advances in NLU and Commonsense
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